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Abstract The paper discusses the hierarchy of model

studies with increasing complexity towards an under-

standing of industrial catalysts under reaction conditions.

We use three case studies to document the progress in

systems complexity as well as the development of instru-

ments that allow us to approach the study of acting cata-

lysts: magnesium oxide clusters in the gas phase, gold

nanoparticles on metal oxide surfaces, and palladium

nanoparticles compared to crystal surfaces. While the

examples are from the field of heterogeneous catalysis, we

discuss the relation to homogeneous and enzymatic

catalysis.

Keywords Model systems � Heterogeneous catalysis �
Catalysis � Computational chemistry � Theory � Surface

science � Electron transfer

1 Introduction

In a philosophical sense, a model is a restricted represen-

tation of reality. In some contexts, such as architecture,

models are miniature replicas of what the finished building

will look like and how it will integrate in its surroundings.

In other contexts, such as economy, models are highly

idealized descriptions of phenomena that do not exist in

nature. In physics, for example, gases are modeled by

infinitesimally small molecules, which exhibit no forces

acting between them. However, in fact, we know that

molecules have a finite size and forces act between them.

These types of models share a common feature: although

models neglect certain features to stress essential aspects,

we know how to add corrections to the model to bring it

closer to reality.

So, what do we mean by models in catalysis? Here we

have to look at the phenomenon of catalysis first. Catalysis

is a kinetic phenomenon, where a material (the catalyst)

changes the rate of a chemical reaction without being part

of the products [1, 2]. This is Ostwald’s definition put

forward during the nineteenth century [3]. Most frequently

in catalytic literature we encounter ‘‘micro-kinetic models’’

which describe the complex system of elementary reaction

and transport steps by a limited, ideally minimum set of

rate equations [4]. This important aspect is not subject of

the present article.

Here we focus on models for the catalytic material.

Catalysis may occur under various circumstances: When it

occurs at the interface between a solid and a gas or liquid

phase we call it heterogeneous catalysis, when it occurs in

the liquid phase we call it homogeneous catalysis and when

it occurs under the action of an enzyme, which is often a

big biologically relevant molecule in the liquid phase we

call it enzymatic catalysis. Since the catalyst is not part of

the products it makes no sense to look at the catalytic

material before and after the catalytic action, unless the

reaction does not change the properties of the catalytic

material. We really need to look at the material as it per-

forms its action. This is an experimental challenge that has,

so far, not been fully met. Since a discovery of a catalytic
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material has often been based on serendipity, and its

optimization on trial and error, it may not be trivial to

identify the most important ingredients, even without the

reaction-induced changes. One approach to overcome this

problem is to use a systematic model approach [5, 6]! Take

heterogeneous catalysis as an example: A reaction between

two gaseous components proceeds at the surface of a

material containing several components. In order to iden-

tify the active part of the material we need to be able to

study a very small amount of starting material and of

products at the surface of the complex material, and we

need to be simultaneously able to differentiate the surface

of the material from its bulk. This requires the development

of specific, surface sensitive techniques and, in order to

isolate the action of the various material components, a

systematic variation in the complexity of the studied

material [7]. This variation has to proceed from the most

simple to the more complex, and not vice versa. Only by

adding complexity will we be able to finally approach the

final real system. In this sense, we set up model systems in

catalysis, which may be characterized at the atomic level.

There are several levels of models in catalysis, which we

try to show as a flow chart in Fig. 1, both, for theory and

experiment.

We look at experiment and theory separately, knowing,

however, that progress in the spirit of understanding phe-

nomena at the atomic level will only be achieved by going

hand-in-hand. We are trying to approach the situation

encountered on the real working catalyst and—although it

is not always possible—characterization—down to the

detail necessary—by following an axis of increasing

complexity. We clearly move, as outlined above from the

simple to the complex, and not vice versa, which is

important. The chart is only made up to look complete,

while in reality it is not, since, as indicated above, char-

acterization of the working catalyst is not really possible at

present, and it is this missing knowledge that justifies the

entire approach. We believe to know the ingredients of the

working catalyst and may verify it to a certain extent by

our arsenal of characterization tools, but to unravel how

they interact and perform can only be taken apart by sys-

tematically increasing the complexity, hoping to mimic the

observation on the working catalyst.

The bottom of the chart refers to clusters in the gas

phase in different charge states. Through a comparison or

better a combination between experiment and theory it is

possible to unravel details of the reactions taking place in

such systems. It has, indeed, been possible to see catalytic

reactions, characterized by turnover, on those materials,

and this is a first step—The ‘‘Ultimate Single Site Catal-

ysis’’ [8]. The small window indicates, that systems at this

level of complexity have been investigated in uhv/ambient

molecule level in gas phase and/or in interaction with a gas

phase/crossed beams. However, the distance in complexity

of the isolated cluster level with respect to supported

clusters is far, and the size of clusters, possible to study,

has, until now, been limited, although steadily increasing.

Having said this, still very useful and unique information

on details of reaction mechanisms may be unraveled. At

the next level in the chart (Fig. 1), single crystal and well-

ordered thin film surfaces have been used successfully in

the past to start to understand fundamental phenomena at

surfaces. This culminated in the Nobel Prize for Gerhard

Ertl in 2007 [9, 10]. Given the enormous success of those

studies, the valid question that has been asked is: What

comes next? In fact, not too long ago, people have argued:

Surface science is dead!! We believe, it is clear from what

we argued so far that this statement is definitely wrong, if

one is interested in unraveling the details of catalytic

Fig. 1 Schematic and pictorial representation of model systems as a

function of increasing complexity to capture the essential features of a

working catalyst. Each level is evaluated with respect to experiment

and theory and with respect to progress that has been made to achieve

a proper representation/description of each level: green: yes,

achieved; red: no, not achieved. In addition, it is indicated whether

studies have been performed under UHV and under ambient

conditions
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reactions. But not only in this respect! Single crystal metal

studies lack important ingredients of real catalysts: One is

the finite size of the metal particles, typically used in the

catalyst, and, secondly, the oxide-metal interface realized

by the fact that dispersed metals are typically supported on

oxides, which, according to all reports so far, is of enor-

mous importance for the reactions, their activity and

selectivity, observed. Not to speak of the addition of

modifiers such as poisons or promoters. So we certainly

have to move to higher levels of model studies as shown in

Fig. 1 before we will have a chance to reach a level, which

may be directly compared and connected to situations

encountered on real catalytic material. This is the point

where the two arrows bottom up and top down meet.

Through the interplay between experiment and theory,

those additional ingredients, indeed, have been identified as

essential, and it is the task of researchers in the field, both

from theory and experiment, to work together to bring the

field forward along the complexity axis shown in Fig. 1.

Next to the various levels of complexity, the partially green

and red bars indicate how far theory and experiment have

come in an effort to describe systems at those levels of

complexity properly. Also, it is important to indicate

whether studies have been possible under uhv conditions

and in addition comparison has been made to in situ studies

under ambient conditions. This is indicated by the little

window.

While for experiment, as we change the level of com-

plexity, the number of components change, the kind of

experiments employed are the same. For theory and com-

putations, on the other hand, different types of approaches

are relevant. Only the simplest experimental model cata-

lysts, such as gas phase clusters and single crystal surfaces

may be directly studied by quantum methods yet including

ambient conditions, whereas the treatment of more com-

plex structures requires adopting computational models

such as embedded cluster models or periodic models [11].

Last but not least, quantum chemical calculations always

require approximations. In his Nobel lecture John Pople

describes ‘‘Quantum Chemical Models’’ [12] as a hierar-

chic approach to better approximations. At each model

level there is a well-defined set of approximations whose

performance for different types of chemical compounds

has been empirically tested.

We will try to exemplify the approach of experimental

and computational model systems by choosing a number of

examples, which the authors have partly worked on jointly,

using a variety of experimental and theoretical techniques.

The examples are basically taken from heterogeneous

catalysis, but, at the end of this article we will comment on

the other two areas of interest, i.e. homogeneous catalysis

and enzymatic catalysis, and we will see that many aspects

of the complexity encountered for heterogeneous catalysis

also need to be addressed for homogeneous catalysis and

enzymatic catalysis, even though there are claims that

molecular catalysts are more easy to understand than solid

catalysts. This may be true to some extent, but when we

look at the full complexity of the situation, all three sub-

fields are at the same stage of knowledge pretty much. The

more important it is to try to unify approaches, a goal that a

cluster of excellence in Berlin between the three Berlin

Universities and two Max-Planck Institutes in the Berlin

area try to tackle.

1.1 Example #1: Gas Phase Reactivity of Metal Oxide

Clusters

Gas phase clusters offer the possibility to study the active

site in isolation. A species as small as the diatomic mag-

nesium oxide cation radical, MgO�?, has been shown to

activate the C–H bond of methane and to form methyl

radicals [13]. It shares the O�- radical site with the poly-

nuclear (Al2O3)4
�? radical cation which has also been found

to abstract hydrogen from methane and to yield methyl

radicals [14]. Such O�- radical sites, neighbored to Li?,

have been postulated by Lunsford and coworkers [15] as

the active sites on Li-doped magnesium oxide, the simplest

among many solid metal oxide catalysts [16] that catalyze

heterogeneously the oxidative coupling of methane,

2CH4 þ O2 ! C2H4 þ 2H2O: ð1Þ

On Li-doping of MgO, Li?O�2 formally replaces Mg2?O2-

[17], and the reaction is initiated by hydrogen abstraction

from methane at the oxygen radical sites [18],

H3C�Hþ ½O��Liþ�MgO ! H3C� þ ½HO�Liþ�MgO ð2Þ

An obvious choice for a gas phase model would thus be a

(MgO)nLi?O�2 gas phase cluster. Unfortunately, gas phase

reactivity studies on neutral clusters are difficult, and the

majority of experiments are mass spectrometric studies on

charged species [19]. Since on ionization of a pure MgO

cluster the same oxygen radical species is created as

present in Li-doped MgO, cationic MgO clusters are valid

and viable models for gas phase reactivity studies. Figure 2

shows how quantum mechanics can help to bridge the gap

between surface models and gas phase models. While Li-

doped MgO can be experimentally studied as powder cat-

alysts or thin film model system and cationic gas phase

clusters can be studied in mass spectrometric experiments,

computational methods based on quantum mechanics can

treat all the different systems on equal footing and, hence,

help bridging the gap between the different experiments.

To examine the active site at terraces, steps or corners

we applying periodic boundary conditions to large super

cells or embed geometrically constraint clusters in their

crystal environment [21]. Computationally, we can also
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study neutral Li-doped clusters and compare the results

with those for cationic pure MgO clusters. The structure

type of cationic gas phase clusters can be very different

from that of the bulk solid [22], and the calculations may

be performed for the most stable (global minimum) struc-

ture or the local minimum structure that resembles the rock

salt structure of MgO. Figure 2 shows that this has con-

sequences, for example, on the spin density distribution.

Density functional theory has been used (B3LYP func-

tional) to determine the energy profile for hydrogen

transfer from the C–H bond to the oxygen radical site in the

different model systems [21–23]. Figure 3 shows the

transition structures localized on the potential energy sur-

face and their energies with respect to methane separated

from the catalyst, i.e., the apparent energy barriers.

The first conclusion is that the cationic pure magnesium

oxide clusters indeed show the same reactivity as the Li-

doped neutral clusters. The barriers of the (MgO)n
? clusters,

20, 23, and 6 kJ/mol for n = 2, 4, 7, respectively [23], are

in a very similar range as the values of 11, 23, and 19 kJ/

mol for the neutral LiO(MgO)n-1 clusters with n = 4, 6,

and 9, respectively. The calculated barrier for the surface

model is also very close, 27 kJ/mol [21], showing that the

gas phase clusters are indeed useful models for studying

the reactivity of oxygen radical sites as they may occur on

Li-doped MgO. Figure 3 reveals an important detail of the

computational modeling. The correct solid state result is

only obtained from cluster models, if they are properly

electrostatically embedded and a sufficient number of

atoms is relaxed. Just putting geometric constraints on the

models yields to high barriers (61 kJ/mol). If a cluster of

the same size is allowed to assume its lowest energy

structure, the active Li?O�2 site accommodates at corner

sites.

When comparison with mass spectrometric experiments

was made, it was found that the dimer cation, (MgO)2
? does

not react with methane [24], and neither do larger cations.

It needs an alkane with a more reactive C–H bond, e.g.

propane, to observe hydrogen transfer. With methane, this

reaction is only observed for the diatomic MgO? radical

cation, for which a negative apparent barrier is predicted.

For all larger (MgO)n
? cations and all neutral LiO(MgO)n-1

clusters the energy of the transition structure is above the

energy of the reactants and no reaction is observed.

Here, we encounter a fundamental difference between

reactions in thermally equilibrated condensed phases where

the system can overcome substantial barriers depending on

temperature, and gas phase reactions, where crossing a

barrier is only possible if the energy of the transition state

is below the energy of the reactants, at least under single

collision conditions. This perfectly explains the results of

the mass spectrometric experiments. For all systems for

which quantum chemical calculations predict a negative

apparent barrier the reaction has been observed, for the

others not (Fig. 4). This is an important lesson as it tells us

that the applied methodology—B3LYP density functional

with a sufficiently flexible triple-zeta valence plus polari-

zation (TZVP) basis set—is a suitable method on which we

can rely also for surface studies.

Gas phase models have an additional advantage. Their

limited size of the makes it possible, to apply much better,

more reliable, wave-function-based methods allowing an

assessment of the density functionals used for large, peri-

odic systems. For example, coupled cluster calculations for

CH4/MgO? and CH4/(MgO)2
? show that the B3LYP/TZVP

Fig. 2 Quantum mechanics helps bridging the gap between thin film

models (or powder catalysts) and gas phase models for Li-doped

oxides. For the gas phase clusters, both local minimum structures and

global minimum structures are shown [20]. Their energy difference is

given in parenthesis, Color code: O—red, Mg—black, Li—green.

Spin density is shown in blue

Fig. 3 Transition structures for hydrogen abstraction from methane

on different gas phase cluster models, neutral Li-doped magnesium

oxide clusters and magnesium oxide cluster cations, as well as

embedded cluster and periodic models for Li-doped MgO (001). The

numbers are B3LYP/TZVP apparent energy barriers in kJ/mol

(intrinsic barriers in parenthesis). Numbers in italics specify the

cluster size n. See Fig. 2 for the color code
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results are affected by errors of ?1.3 and -6.5 kJ/mol,

respectively, almost within the chemical accuracy range of

±4.2 kJ/mol (&1 kcal/mol) [23].

In summary, from experiments on gas phase models

when combined with quantum chemical calculations we

learn that oxygen radical species in metal oxides are

actives sites for hydrogen abstraction from C–H bonds and

that density functional theory yields accurate barriers (with

errors smaller than 6.5 kJ/mol) when the B3LYP hybrid

functional is applied.

For surface sites of Li-doped MgO the apparent energy

barrier will be affected by dispersion interactions between

methane and the oxide surface. If this is taken into account,

and if it is also taken into account that oxygen radical sites

may not only be located at terrace sites, but also at corner

sites, the conclusion is reached that the apparent barrier

should be between 7 ± 6 and 27 ± 6 kJ/mol which is in

obvious conflict with the much higher observed values,

between 85 and 160 kJ/mol. From CH4/CD4 isotope

exchange experiments a barrier of 85 kJ/mol has been

deduced for C–H bond activation [25], while 90 kJ/mol

have been reported for C2 hydrocarbon formation in OCM

reactions [26]. From microkinetic schemes fitted to kinetic

OCM data, a barrier as high as 147 kJ/mol has been

deduced for the generation of methyl radicals by hydrogen

abstraction [27]. The activity of Li-doped MgO catalysts

was found to vary strongly over the catalytic runs and

depend also on the preparation conditions [21, 28]. The

reported barriers for the stationary state of the catalysts

were 90–160 kJ/mol [28] and 133 kJ/mol [21].

From this disagreement the conclusion was reached that

the Li?O�2 site is not the active site, and that methyl

radicals released into the gas phase are not formed by

hydrogen transfer to such sites. We stress that it would not

have been possible to reach this conclusion without the

experiments and calculations on gas phase models. Further

studies have shown that the Lunsford mechanism needs to

be revised and that CH4 chemisorbs heterolytically on

morphological defects [21].

½Mg2þO2��MgO þ H�CH3 þ O2

! O��2
� �

HO�Mg2þ� �
MgO
þ�CH3 ð3Þ

Since the OCM activity is also found for Li-free MgO, the

question emerged of what the role of Li could be. Here thin

film models proved crucial as they were providing evi-

dence about the role of Li-dopants for restructuring MgO

which features more steps and corners [29]. Gas phase

clusters are useful model systems for catalysis if they

feature the same active site as solid catalysts, enzymes or

molecular catalysts. The use of charged, in particular cat-

ionic clusters can be helpful, because the stronger binding

onto the substrate (the molecule to be catalytically

converted) may lower the apparent barrier and make the

gas phase reaction feasible. Care must be taken, however,

that taking out an electron does not change the nature of the

active site. In the above example creating cation in the gas

phase MgO cluster created the same oxygen radical, O�–,

species as is created in the solid material by Li-doping.

This has been also demonstrated for vanadium oxide

supported on oxides, a catalyst for selective oxidations.

Vanadyl groups, O = V(O–)3 have been identified as

active sites [30], and two different types of cationic clusters

have been used for gas phase studies. The V4O10
�? radical

cation proved highly reactive, abstracting hydrogen easily

from methane [31], while the closed shell V3O7
? species

showed similar reactivity as the surface species [32].

Although it was not reactive enough to activate a C–H

bond of propane in the gas phase, but hydrogen abstraction

from butene could be observed [33] The reactivity differ-

ences between the two gas phase species have been

explained and can be predicted using a simple reactivity

descriptor, the vanadium–oxygen bond dissociation energy

or, in physical terms, the oxygen defect formation energy

[34], which is 277–287 kJ/mol for vanadyl sites on silica

supports. For the neutral V4O10 with a tetrahedral

arrangement of four vanadyl groups, O = V(O–)3 it is very

similar, 257 kJ/mol. On ionization, in the V4O10
�? radical

cation, a much weaker �O–V?(O–)3 bond is created with a

bond dissociation energy as low as 14 kJ/mol, while for the

O = V?(O–)3 site in V3O7
? a value of 165 kJ/mol is

obtained, of the same order of magnitude as for the surface

species.

Fig. 4 Calculated apparent energy barriers for hydrogen abstraction

from C–H bonds by metal oxide cations of different size. DFT-

Calculations (B3LYP/TZVP) from Ref. [23], experiments see Ref.

[24]
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1.2 Example #2: Nanoparticles and the Metal Oxide

Interface

The studies on free clusters in the gas phase have taught us

many important lessons [1]. One is that the charge-state of

the system influences the chemistry of the system deci-

sively. When anchored to a surface, a cluster or nano-

particle may change its charge state [35], and concomi-

tantly, this site will be decisively influenced. Within a

model catalyst approach one would like to design a concept

that allows one to design the system and control the process

of charge transfer to and from a supported nano-particle.

The approach chosen is schematically shown in Fig. 5 [6].

In the left panel the electron sources or drains for

electron-transfer are the oxide-metal and metal-oxide

interfaces, and in the right panel a properly chosen dopant

in a bulk material takes the role of the electron source. In

order to systematically go through the evidences, we will

start with the discussion of adsorbate properties on thin,

metal-supported oxide films starting from a single atom,

moving towards nano-particles, and then take those find-

ings as reference to compare them with the situation on

doped oxides. Then, we will discuss, and exemplify the

consequences of general considerations in catalysis and

oxidative methane coupling in particular. As a marker for

charge transfer, we are using Au because of its large

electronegativity [36].

Adsorption on defect-free insulating oxides is generally

weak, given the high degree of bond saturation at their

surface and the large gap that governs their electronic

structure [37–42]. Metal atoms deposited onto pristine

oxides have essentially two means to interact with the

surface. The first one arises from van-der-Waals or dis-

persive forces. Depending on the atom polarizability, the

resulting adsorption energies are of the order of 0.5 eV or

below for a single atom. The second interaction channel is

direct overlap between orbitals of the ad-species and the

oxide surface and a consecutive redistribution of charge. A

combination of scanning tunneling microscopy, electron

spin resonance spectroscopy, and IR-spectroscopy as

shown in Fig. 6 has been used to prove this point.

The presence of single gold atoms on the surface of a

thick MgO film was proven by STM (Fig. 6b) and inves-

tigated further by electron paramagnetic resonance (EPR)

spectroscopy [40]. The latter technique for in situ surface

studies has been developed at the Fritz Haber Institute [43–

45]. The EPR spectrum is characterized by a quartet of

lines caused by the hyperfine interaction of the electron

spin (S = 1/2) with the nuclear spin of the neutral gold

atoms (Fig. 6a). By a full analysis of the spectral angular

dependence and the additional super-hyperfine interaction

with O of an 17O enriched MgO film, the Au atoms were

shown to adsorb on top of oxygen ions in agreement with

theoretical predictions [46–48]. DFT calculations showed,

that these observations are indicative of polarization of the

singly occupied 6s orbital of neutral Au atoms away from

the MgO surface [40]. Adsorbing probe molecules such as

CO onto the Au atoms provide the opportunity to apply IR

spectroscopy to this system (Fig. 6c). Two signals at 2,120

and 1852 cm-1 are observed.

The former signal can be assigned to CO adsorbed on

small neutral Au clusters, whereas the latter one, red-

shifted by 291 and 180 cm-1 compared with gas-phase CO

and the Au–CO complex [49], respectively, is associated

with single Au atoms. A detailed theoretical analysis of this

system reveals that the large red shift is caused by the

largely polarized valence electrons of the adsorbed Au

atoms, which create an (Au?)–CO--complex on the sur-

face. It is important to note at this point again, how

important the collaboration between experimentalists and

theorists is. In the present case, a straightforward applica-

tion of simple, heuristic concepts may have led to false

conclusions, namely, that the Au atoms are negatively

charged.

A first hint for the formation of charged adsorbates on

thin oxide films came from low-temperature scanning

tunneling microscopy (STM) experiments performed on a

much thinner, 3 mL MgO/Ag(001) exposed to small

amounts of Au [39]. Whereas on bulk oxides, gold shows a

strong tendency for aggregation, mainly isolated atoms are

detected on the thin film even at high gold exposure.

Charged species tend to maximize their interatomic

distance in order to reduce the mutual Coulomb repulsion.

A similar phenomenon was found for alkali atoms on metal

and semiconductor surfaces before and was assigned to a

positive charging upon adsorption [50–52]. Conversely, the

Au atoms on the MgO films charge up negatively, as their

6s orbital gets filled with electrons from the Ag(001)

support below the oxide spacer layer. The charge exchange

Fig. 5 Schematic representation of a two charge transfer mechanism
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is enabled by the high electronegativity of gold, as men-

tioned above, in combination with a small work function of

the Ag–MgO system [53, 54]. The experimentally deduced

charging scenario was corroborated by DFT calculations

yielding a computed Bader charge of -1|e| at the Au atoms

in addition to the expected increase in binding energy [45].

What are the consequences of negatively charged Au

atoms for larger Au particles? This question was first

addressed in a theoretical paper by Pacchionis and Land-

mańs groups [55]: While a Au20 cluster keeps its pyrami-

dal, three-dimensional shape when supported on bulk

MgO, the same Au20 cluster supported on a 2 mL MgO

film on Ag takes shape of a flat single layer Au raft. The

reason is simply the tendency of Au to pick up electrons,

which in this case stem from the MgO/Ag interface. In

order to optimize the electron transfer the Au atoms assume

positions as close as possible to this interface, i.e. single

layer Au rafts, where charge is located at the rim of the Au

raft. We realize that electron transfer may influence the

morphology of supported nano-particles and lead to charge

localization at particular sites.

For flat Au islands on MgO/Ag(001), STM conductance

spectroscopy can be exploited to determine their charge

state [56]. A particularly instructive example shows an

ultra-small Au cluster with 10 Å diameter and 0.8–0.9 Å

apparent height grown on a 2 mL MgO/Ag(001) film

(Fig. 4) [56].

In low-bias STM images, mainly the cluster morphology

is revealed, as no eigenstates of the aggregate are available

in the probed energy window. At slightly higher bias, the

apparent cluster height doubles and flowerlike protrusions

emerge in the image. This bias-dependent contrast change

provides evidence that tunneling is now governed by the

electronic and not the topographic properties of the nano-

structures. More precisely, a distinct eigenstate, the LUMO

of the Au aggregate, becomes accessible to the tunneling

electrons and dominates the image contrast at positive bias.

A similar observation is made at negative bias, when the

Au HOMO moves into the bias window and a comparable

‘‘nano-flower’’ becomes visible in the STM. The two

observed quantum well states closely resemble the eigen-

states of a free-electron gas confined in a 2D parabolic

potential (see Ref. [56] for details). They are derived from

the Au 6s states of the participating atoms and preserve

their characteristic symmetry, as they do not mix with

either the states of the wide-gap oxide or with the Au 5d

and 6p states positioned at much lower or higher energy,

respectively [57, 58]. The STM reflects not only the sym-

metry of eigenstates, but also their energy position. For the

Au cluster shown in Fig. 7, the highest occupied eigenstate

and lowest unoccupied eigenstate are clearly identified as

dI/dV peaks at -0.4 and ?0.8 V, respectively, separated

by a region of zero conductance of 1.0 V width (blue and

cyan curves: top and left part of the cluster). The lower

occupied eigenstates at -0.8 and at -1.2 V are both of

P-symmetry with nodal planes pointing in two orthogonal

directions. With this experimental input, the electronic

structure of the gold nano island and more importantly its

charge state can be determined by comparing the measured

orbital shapes with DFT calculations for possible sample

clusters [56]. The experimental signature shown in Fig. 7

could be matched with the properties of a planar Au18

cluster. Its structure is derived from a magic-size Au19

cluster with one missing corner atom. In agreement with

experiment, the highest occupied and lowest unoccupied

eigenstates are of G symmetry (with four nodal planes).

The missing atom with respect to a symmetric Au19 gives

rise to a slight asymmetry in the orbital shapes that

becomes particularly evident for the lowest unoccupied

eigenstate. A detailed book keeping of electrons in the

quantum well states requires 22 electrons to be provided.

As each of the 18 Au atoms adds only a single 6s electron

Fig. 6 a Experimental and simulated EPR spectra of 0.01 mL Au

atoms adsorbed on a 20 mL thick MgO(001)film on Mo(001). EPR

spectrum of Au atoms on an 17O enriched MgO film is shown in

green. b STM image (30 9 25 nm2) of Au atoms (0.035 mL)

deposited at 8 K on *8 mL thick MgO(001)/Ag(001) film. c IR-

spectrum of CO adsorbed on Au atoms and clusters on a MgO(001)

film
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to the delocalized quantum well states, there is a difference

of four electrons to the total electron count. The missing

electrons are introduced via charge transfer from the MgO/

Ag interface into the Au island. This charging effect is

corroborated by a DFT Bader analysis, yielding a value of

-3.54|e| for the Au18 cluster, but matches also the average

transfer of -0.2|e| per atom as calculated for dense-packed

Au layers on thin MgO films [56]. Similar procedures have

been carried out for many other Au aggregates on the

MgO–Ag(001) system [56]. In all cases, a negative

charging has been revealed, verifying the charge-mediated

binding concept for Au islands on thin oxide films [59–61].

Another example is electron transfer from the NiAl

metal substrate through a thin alumina film into Au chains

formed on its surface [62]. Formation of an Au–Al bond

involves breaking of an oxide Al–O bond below the ad-

atom and at the same time forming a new bond between the

hence under-coordinated O ion to an Al atom in the NiAl.

Combining low temperature STM with DFT, it was pos-

sible to count the number of electrons transferred by ana-

lysing the nodal structure of the highest occupied orbitals.

The concept of charge-mediated control of the metal-

oxide adhesion is not restricted to ultrathin films but other

electron sources may be explored. One possibility to extend

the concept of charge-mediated particle growth to bulk

oxides is the insertion of suitable charge sources directly

into the oxide material, preferentially into a near-surface

region to allow for charge exchange with adsorbates. The

fundamental approach to insert charge centers into a

material is doping, and the underlying concepts have been

introduced and brought to perfection already in the mature

field of semiconductor technology. Oxides are subject to

self-doping either by native defects or by unwanted

impurities, the concentration of which is difficult to control

experimentally [63]. Both lattice defects and impurity ions

may adopt different charge states in the oxide lattice [64,

Fig. 7 a Topographic and b dI/

dV image of a symmetric Au

cluster on 2 mL MgO/Ag(001)

taken at the given sample bias

(3.9 9 3.9 nm2). b Calculated

HOMO and LUMO shape, as

well as structure model of an

Au18 cluster on MgO/Ag(001).

Perfect match between

experimental and theoretical

cluster properties indicate the

identity of both aggregates.

c The corresponding dI/dV

spectra are shown in addition

(blue and cyan curves: top and

left part of the cluster) [56]
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65], a variability that leads to pronounced compensation

effects. Finally, the dopants may be electrically inactive in

a wide-gap insulator, as thermal excitation is insufficient to

promote electrons from defect states into bulk bands. As a

result, the excess charges remain trapped at the host ions.

Whereas high-valence dopants may serve as charge donors

and provide extra electrons, undervalent dopants have

acceptor character and may accommodate electrons from

suitable adsorbates. Based on the above considerations it is

now expected that charge donors in an oxide lattice have a

similar influence on the particle shape as the metal support

below a thin oxide film.

The impact of doping on the growth morphology of gold

has first been realized for crystalline CaO(001) doped with

Mo in the sub-percent range [66]. On the doped oxide, gold

was found to spread out into extended monolayer islands,

while the conventional 3D growth regime prevailed on

pristine, non-doped material (Fig. 8). Evidently, the donor

character of the Mo dopants is responsible for the 2D

growth morphology, as the bare CaO(001) surface interacts

with gold only weakly.

The Mo-impurity ions mainly occupy Ca substitutional

sites and, in the absence of gold, adopt the typical 2?

charge state of the rock salt lattice in order to maintain

charge neutrality. In the 2? configuration, four Mo 4d

electrons are localized in the dopant, three of them occu-

pying (t2g-a) crystal field states and one sitting in a (t2g-b)

level close to the upper end of the CaO band gap (Fig. 9)

[66].

Especially, the latter one is in an energetically unfa-

vorable position and therefore susceptible to be transferred

into an acceptor state with lower energy. Such acceptor

states are provided by Au atoms, which expose half-filled

Au 6s levels at lower energy. DFT calculations revealed a

spontaneous transfer of the topmost Mo 4d-electron into

the Au 6s affinity level, resulting in the formation of an

Au--anion (Fig. 9). We emphasize that the charge transfer

does not require the presence of a Mo ion in the surface but

remains active over relatively large Mo–Au distances of up

to ten atomic planes.

The increase of the metal-oxide adhesion due to dopant-

induced charge transfer fully explains the 2D growth

regime of gold observed in the experiment. Gold tends to

wet the CaO surface in an attempt to maximize the number

of exchanged electrons, hence the interfacial interaction.

Further DFT calculations suggested that also a Mo3? spe-

cies that has already lost one electron remains a potential

donor, as two of the residual d-electrons are still higher in

Fig. 8 STM images of 0.7 mL Au dosed onto a pristine and b doped CaO films (4.5 V, 50 9 50 nm2). The insets display close-ups of two

characteristic particles (-5.0 V, 10 9 10 nm2)

Fig. 9 PBE projected state-density calculated for non-doped (top)

and doped (bottom) CaO films in presence of an Au adatom [66]
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energy than the Au 6s affinity level [67]. Consequently,

even a second and third electron may be transferred into the

ad-metal, leaving behind thermodynamically stable Mo4?

and Mo5? ions in the CaO lattice. It is this behavior of the

Mo ions that is responsible for the robust donor behavior of

Mo-doped CaO [66]. The presence of suitable dopants is,

however, not the only requirement for a stable donor

characteristic, but also the interplay between dopants and

host oxide determines the redox activity. One conclusion

from detailed studies on Mo dopants is that the donor

behavior of a transition-metal-doped oxide cannot be pre-

dicted by simple valence arguments but needs to be

checked in every single case.

The influence of overvalent dopants on the equilibrium

morphology of metal particles can, to a certain extent, be

annihilated by undervalent dopants in the oxide lattice [68,

69]. Dopants with lower charge state generate holes in the

oxide electronic structure that are able to trap the extra

electrons provided by the charge donors. This mutual

compensation between donors and acceptors has been

explored for CaO films co-doped with Li and Mo ions [70].

As a result, charge transfer to the surface ceases at a critical

Li doping level and the Au deposits adopt the typical 3D

geometry of pristine CaO films.

Gold forms monolayer islands if deposited onto a Mo-

doped CaO under vacuum conditions, but 3D particles if

oxygen is present during growth. The reason is that O2

molecules bound to the surface act as electron acceptors

and trap charges in their O 2p* antibonding orbitals. These

electrons are lost for the Au islands, resulting in a gradual

transition from a 2D to a 3D growth regime with increasing

O2 partial pressure. Whereas in 5 9 10-7 mbar of oxygen,

50 % of the Au islands still adapt monolayer shapes, all Au

deposits turn 3D when grown in a 5 9 10-5 mbar O2

background. The interplay between the observed growth

mode and the composition of the gas environment

emphasizes the pivotal importance of excess electrons from

donor species for the reactivity of oxides towards adsorp-

tion of metallic and gaseous species.

This observation also opens up other options to control

surface reactivity. One is to use dopants to activate oxygen

to participate in oxidative methane coupling a reaction of

potential for applications [15].

Using scanning tunneling microscopy and density

functional theory, evidence is provided that strongly bound

O2
- species with high susceptibility for dissociation form

even on chemically inert CaO(001) after it has been doped

with Mo ions. Figure 10 displays STM images of such a

doped CaO(001) film before and after exposure to O2 [71].

In empty-state images, the adsorbates appear as circular

depressions 0.6 Å in depth and 10 Å in diameter (Fig. 10f).

Exposing them to electrons from the STM tip reveals their

molecular nature, as they split into pairs of identical

minima that are assigned to the respective O atoms

(Fig. 10d, e) [72].

The bond cleavage occurs as a second electron enters

the anti-bonding states of the already weakened superoxo

species. Whereas a mean O–O distance of 10–15 Å is

observed directly after dissociation, this number increases

with time due to a repulsive character of the O–O inter-

action on the surface. The two types of oxygen species can

be distinguished also in bias-dependent topographic ima-

ges. While the molecules show pronounced negative con-

trast, the atomic species appear fainter and are surrounded

by a bright halo (Fig. 10e).

The adsorption efficiency of oxygen strongly depends on

the preparation of the CaO films, in particular on the con-

centration of the Mo dopants. Whereas Mo-poor films are

unable to bind oxygen, a rather high adsorbate concentration

is found for Mo-rich preparations, indicating the crucial role

of the dopants in binding O2. Dopants and O2 molecules are

expected to interact directly with each other. Experimental

evidence comes from O desorption experiments, in which

isolated molecules are removed from the surface by a bias

pulse with the tip. In 50 % of these experiments, a Mo donor

is detected below the molecule. Interestingly, the dopant

never occupies a position directly in the top layer but sits in

sub-surface oxide planes, as deduced from the diameter of

characteristic charging rings emerging in the STM images

[73]. It is concluded that the Mo ions are able to exchange

charges with the surface O2 molecules even over distances as

large as 1 nm, most likely via electron tunneling. The elec-

tron transfer between Mo donors and O2 acceptors has been

investigated with DFT calculations performed at the

B3LYP ? D level. On non-doped CaO(001), a neutral O2

molecule binds with 13 kJ/mol (mostly from dispersion

forces) to a Ca–Ca bridge position, while Ca2? top sites are

less preferred. In contrast, an O2
- species binds to the same

bridge site with a binding energy of 87 kJ/mol when a Mo3?

ion is present in the third subsurface plane. The charge

transfer to oxygen becomes even more favorable for Mo2?

donors in the oxide film, given their low ionization energy

[66]. Further evidence for the formation of superoxo species

comes from the calculated bond elongation (121–133 pm)

and the reduced stretching frequency (1,537–1,200 cm-1)

computed for O2 molecules on the doped oxide. Moreover,

the total spin of the system decreases from 5/2 (3/2 for Mo3?

(d3) plus 1 for O2) to 3/2 (1 for Mo4? (d2) plus 1/2 for O2
-) in

response to the charge transfer. And finally, the lower

apparent dissociation barrier for super-oxo species on doped

CaO (66 kJ/mol) compared to that of neutral O2 on pristine

CaO (110 kJ/mol) has been calculated, following the trend

observed experimentally. It is concluded that dopants may

play a pivotal role in the activation of hydrocarbons on wide-

band-gap oxides. Given the activated oxygen one might

easily envision its participation in hydrocarbon activation, in
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fact, the latter has been confirmed in a study by Schlögl’s

group, who investigated the reaction yield for the oxidative

coupling of methane over Fe-doped MgO powder [74].

1.3 Example #3: Olefin Hydrogenation: Nanoparticles

Versus Single Crystals

Industrially used catalysts often require small amounts of

additives, such as halogens or alkali metals, to ensure high

catalytic activity and selectivity [1]. One of the most

important modifiers for surface processes involving trans-

formation of hydrocarbons is carbon, which is formed as a

decomposition product at early stages of a reaction. It has

been recognized for a long time that accumulation of de-

hydrogenated carbonaceous deposits affect the activity and

selectivity of hydrocarbon conversions with hydrogen on

transition metals [75–77]. While for a long time carbon

was considered a site blocker, Geoff Webb [78] suggested

that it is the hydrogen directly connected with the carbon is

the relevant species involved in hydrogenation. The tradi-

tional opinion that only surface hydrogen species partici-

pate in the hydrogenation process was also questioned by

Ceyer and co-workers studying ethylene hydrogenation on

Ni(111) [79]. More recently, other experimental and the-

oretical evidences for the important role of subsurface

hydrogen were reported and it has been suggested that the

carbonaceous species control the hydrogen distribution on

and in the particle [80–82].

The existence of different hydrogen species in and on

the nanoparticles may potentially result in some important

implications for the overall activity and selectivity of the

hydrogenation catalyst: if one of the key reaction steps—

the formation of subsurface hydrogen, which is known to

be a structure sensitive process—is slow under reaction

Fig. 10 Top panel STM images

of a a pristine 25 mL CaO(001)

film (4.0 V, 80 9 80 nm2) and

b films after O2 exposure of 5 L

at 20 K and c 200 L at 300 K

(40 9 40 nm2). Lower panel:

STM images of the same O2-

covered region of Mo-doped

CaO taken a before and b after

multiple scans at 4.0 V (3.3 V,

40 9 40 nm2). Note the

dissociation of most molecules

into atom pairs upon electron

injection from the tip. c Height

profile and bias-dependent

contrast of oxygen molecules

and atoms. While atoms appear

with pronounced sombrero

shapes at higher bias, the

molecules are imaged as deep

depressions in the surface [71]
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conditions, the hydrogen permeability of the metal surface

may be decisive for hydrogenation activity.

In recent studies the hydrogenation activity of a Pd(111)

single crystal surface and Pd nanoparticles supported on

Fe3O4/Pt(111) model catalyst was investigated using a

combination of isothermal pulsed molecular beam (MB)

methods and resonant nuclear reaction analysis for hydro-

gen depth profiling (r-NRA) to further clarify the micro-

scopic mechanisms active for hydrogenation over Pd

catalysts [83–87].

This permitted to address the question of how does the

activity and selectivity of competing reaction pathways in

olefin conversions with hydrogen depend on the structure

of the metal nanoclusters, and on the presence of surface

modifiers such as e.g. carbon.

It was found that: (i) hydrogenation of the olefinic

double bond requires the presence of subsurface hydrogen,

and a particular reaction step—the second half-hydroge-

nation (see the scheme below)—was identified as linked to

the availability of sub-surface hydrogen species; (ii) sus-

tained hydrogenation can be achieved on Pd nanoparticles

only when low-coordinated surface sites (edges, corners)

were modified by adsorbed carbon or carbonaceous spe-

cies. Neither C-free Pd nanoparticles nor C-free or

C-modified Pd(111) surfaces were found to be capable of

maintaining hydrogenation activity under steady state

conditions; (iii) carbonaceous deposits influence the reac-

tivity by a pronounced facilitation of hydrogen diffusion

into the subsurface of Pd nanoparticles through C-modified

low-coordinated surface sites.

Olefin conversions with H2 are described by the Horiuti–

Polanyi mechanism, which proceeds through a series steps

[88]. Specifically for cis-2-butene the molecule used in this

model study a first half-hydrogenation step forms a surface

butyl species, which is an intermediate for both a cis–trans

isomerization, which leads to the desorption of trans-

butene and if performed using D2 to trans-2-butene-d1 and

as full hydrogenation to butane-d2. Dehydrogenation of the

adsorbed alkene to other carbonaceous surface species is

also possible, giving rise to the accumulation of dehydro-

genated hydrocarbon species. Two independent molecular

beams were used to dose the reactants—cis-2-butene and

D2—with the evolution of gas phase products under iso-

thermal conditions, monitored as a function of time by

quadrupole mass spectrometry. As a model catalyst, Pd

nano-particles supported on a thin, planar Fe3O4(111) film

were prepared under UHV conditions. The Pd nanoparti-

cles are on average 6 nm in diameter and exhibit mainly

(111) facets (abundance 80 %) and a smaller fraction of

(100) facets and other low-coordinated surface sites such as

edges and corners (abundance 20 %). IR-spectroscopy of

CO probe molecules adsorption has been used to show that

sub-monolayer amounts of C are produced on the Pd

nanoparticles, which selectively block the low-coordinated

surface sites while leaving the majority of the regular (111)

facets C-free. Both types of catalysts—C-free and

C-modified (with the edges and corners covered by C)—

were used to compare their catalytic activities and selec-

tivities with regard to the competing hydrogenation and

cis–trans isomerization pathways.

Hydrogenation rates of cis-2-butene over clean and

C-containing surfaces of Pd nanoparticles supported on the

Fe3O4(111)/Pt(111) oxide film are shown in Fig. 11a. On

the initially clean particles, both reaction pathways exhibit

a short induction period followed by a transient period of

high activity. However, for C-free nanoparticles at 260 K,

only, cis–trans isomerization activity is sustained over

extended periods of time, whereas the hydrogenation rate

quickly decreases and returns to zero on carbon free nano-

particles. Remarkably, not only isomerization but also

hydrogenation is maintained under steady state conditions

on the catalyst that was C-modified prior to reaction

(Fig. 11b). This unique catalytic behavior clearly demon-

strates the promoting role of C in the persistent hydroge-

nation activity of the Pd catalyst [83].

More detailed studies revealed that two different

hydrogen species must be involved. The hypothesis was

established that those two species are surface and sub-

surface hydrogen. Measurements of the concentrations of

surface and subsurface H species by NRA for hydrogen

depth profiling and complementary transient molecular

beam experiments were combined to measure the reaction

rates [83, 91]. The former method (described in detail in

Ref. [91]) was used to independently monitor the concen-

trations of the surface-adsorbed and subsurface (or volume-

absorbed) H species as a function of hydrogen pressure in

the environment (Fig. 12).

Upon inspection, it is obvious that due to the higher

binding energy of surface hydrogen, the surface saturates at

a hydrogen pressure below 10-6 mbar via a non-activated

molecular hydrogen dissociation process. The sub-surface

hydrogen, on the other hand, shows a pronounced pressure

dependence between 10-7 and 2 9 10-5 mbar, indicative

of the activated step of hydrogen penetration through the

surface layer. Via molecular beam experiments at two

different pressure conditions, where the surface hydrogen

concentration was in saturation but the sub-surface

hydrogen concentration varied considerably, it was dem-

onstrated that the full hydrogenation step of cis-butene

required the presence of sub-surface hydrogen, while the

cis–trans-isomeraization was independent of it.

Having established the nature of the H(D) atoms

involved in hydrogenation, one can now explain the

observations displayed in Fig. 13. On the initially clean

nanoparticles pre-saturated with D2 prior to olefin expo-

sure, both surface and subsurface D species are populated,
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which results in high initial hydrogenation rates. After

prolonged olefin exposure, hydrogenation becomes sup-

pressed most likely because of the depletion of the sub-

surface D reservoir, which cannot be effectively

replenished under the steady state reaction conditions. The

inability to populate subsurface D arises from hindered D

subsurface diffusion under steady state reaction conditions

through the surface. Since sustained hydrogenation occurs

Fig. 11 Results from

isothermal pulsed molecular

beam experiments on the

conversion of cis-2-butene with

D2 at 260 K on a initially clean

and b C-modified Pd/Fe3O4/

Pt(111) model catalysts. Shown

is the evolution of the reaction

rates as a function of time for

trans-2-butene-d1 (black

curves) and butane-d2 (grey

curves). The catalysts were

exposed to D2 beam

continuously, the cis-2-butene

beam was pulsed (from [89]). At

the top scanning tunneling

micrographs showing Pd

nanoparticles supported on a

model alumina film in two

different magnifications [90]

Fig. 12 Grazing-incidence

NRA yield curves of H in

Al2O3-supported Pd

nanoparticles at various H2

pressures at 94 K. The inset

shows H2-pressure dependence

of surface-adsorbed and cluster-

absorbed H (from [83])
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on Pd nanoparticles modified with carbon, it can be con-

cluded that for this system subsurface D can be effectively

replenished on the time scale of our kinetic experiments.

In further studies on H2 ? D2 ) 2HD exchange reac-

tions direct experimental evidence for a faster subsurface H

diffusion through C-modified low-coordinated surface sites

on Pd nanoparticles [87].

The microscopic origin of the proposed C-assisted

subsurface H diffusion was revealed by computing for

model particles (in collaboration with K. Neyman) the

activation barriers for hydrogen diffusion into the volume

of Pd nanoparticles on C-free and C-containing surfaces

[85]. It was shown that deposited carbon dramatically

enhances the hydrogen diffusion rate into the subsurface

region of Pd nanoparticles, mainly due to local elongation

of Pd–Pd bonds, which results in a lowering of the acti-

vation barrier for subsurface hydrogen diffusion. In con-

trast, the lateral rigidity of the extended Pd(111) surface

was predicted to hinder this effect and does not allow

facilitation of subsurface H diffusion by deposited C atoms.

This result demonstrates the conceptual importance of

atomic flexibility of sites near nanoparticle edges that, in

contrast to the intrinsically rigid regular single crystal

surfaces, play a crucial role in subsurface hydrogen diffu-

sion on Pd.

The steady state HD formation rates obtained during D2

and H2 exposure for reaction temperatures of 260 and

320 K on clean and C-modified Pd nanoparticles using a

range of pressure conditions with a constant D2 : H2 ratio

are shown in Fig. 10. Whereas at 320 K pre-adsorbed C

reduces the overall reaction rate by about 30 %, the reac-

tion rate increases by about 100 % at 260 K on the

C-modified nanoparticles for all pressures studied. The

decreased HD formation rate in the high-temperature

regime, where HD formation is dominated by the recom-

bination of the surface H and D species is due to the

blocking of surface adsorption sites by C. The increase in

HD formation rate in the low-temperature regime, where

desorption involves at least one subsurface H(D) species

can be explained only by the higher formation rate of the

sub-surface H(D) species on the C-modified nanoparticles

resulting in a higher steady state concentration of subsur-

face hydrogen species. At the microscopic level the facil-

itation of subsurface H diffusion through C-modified low-

coordinated sites is most likely even more pronounced,

since the nearly 100 % increase of the overall reaction rate

arises from modification of only 20 % of the surface sites

constituting edges and corners of Pd nanoparticles. In

summary, the molecular beam experiments on olefin con-

versions with hydrogen over well-defined Pd nanoparticles

supported on Fe3O4/Pt(111) oxide films and Pd(111)

allowed us to obtain a comprehensive microscopic picture

of hydrogenation and isomerization processes on the nano-

structured catalysts.

Coming back to the statement at the outset of this case

study, we note that based on model studies, where we

systematically increase the complexity from metal single

crystals to clean oxide supported metal particles, which are

modified by carbon or carbonaceous species deposition in

strategically relevant sites, it is possible to unravel the

detailed interplay of components of the system—It is,

finally, the combination of the structural flexibility of a

nano-particle with the strong binding of the carbon modi-

fier on particles edges and corners that controls hydrogen

population at the surface and thus guaranties the sustained

catalytic activity of the system as a function of temperature

by influencing hydrogen diffusion between the surface and

sub-surface. It is hard to envision how one could have

Fig. 13 The steady state HD formation rates obtained on the pristine

and C-precovered Pd nanoparticles supported on Fe3O4/Pt(111) at 260

and 320 K in the D2 pressure range from 1.3 9 10-6 to 5.3 9 10-6 -

mbar. The reactant ratio D2:H2 was kept constant at 71. C deposition

result in the *30 % decrease of the HD formation rate at 320 K and

in *100 % increase of the reaction rate at 260 K. At the top of

Fig. 10 and carbon decorated nanoparticles are shown schematically

(from [87])
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reached detailed atomic insight of this nature without

relying on model systems with increasing degree of

complexity.

2 Summary and Outlook

We have discussed a number of case studies in order to

show how a model studies approach may be linked to the

investigation of real catalytic material and catalytic reac-

tions. The advantage of the model study approach is the

possibility to identify factors that determine the properties

of catalytic materials with respect to reactions by system-

atically increasing the complexity of the system. With this

approach we are now in the position to answer well-defined

questions by capturing specific aspects that are thought to

be of important for particular materials and reactions. We

have done this by choosing case studies that address some

of those well-defined questions and have tried to relate this

to real catalysis. The approach has led us to certain points,

indicated in the schematic diagram shown in Fig. 1 by

combining both theory and experiment. This was only

possible because, both, in theory and experiment the sci-

entific community has made considerable progress in

advancing the ability to address, by computational tech-

niques systems of relevant size, as well as by developing

novel experimental approaches that may be applied to the

study of surfaces under ultrahigh-vacuum and ambient

conditions. The development has, by far, not reached a

point where we may address the relevant questions of

structure-relationships under operating conditions. In fact,

further, increasing efforts have to be made to develop the

field further in this direction. It has been impossible, in this

short review to cover all innovative developments, in

particular with respect to in situ experimental studies,

where a lot of innovative approaches have been launched

recently, including ambient pressure X-ray photoelectron

spectroscopy [92], non-linear optical spectroscopy [93],

ambient pressure scanning tunneling microscopy [94],

in situ transmission electron microscopy with Cs correction

[95] and many more, but we have rather chosen here to

address the development of model systems that move

towards capturing structural and functional features of real

catalysts, which then in the future may be addressed with

this increasing toolbox of new techniques, which are under

rapid development at present.
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methane. In: Ertl HK G, Schüth F, Weitkamp J (eds) Handbook

of heterogeneous catalysis, vol 6, 2nd edn. Wiley-VCH,

Weinheim

17. Driscoll DJ, Martir W, Wang JX, Lunsford JH (1985) Formation

of gas-phase methyl radicals over MgO. J Am Chem Soc

107:58–63

18. Ito T, Wang J, Lin CH, Lunsford JH (1985) Oxidative dimer-

ization of methane over a lithium-promoted magnesium oxide

catalyst. J Am Chem Soc 107(18):5062–5068. doi:10.1021/

ja00304a008

19. Dietl N, Schlangen M, Schwarz H (2012) Thermal hydrogen-

atom transfer from methane: the role of radicals and spin states in

oxo-cluster chemistry. Angew Chem Int Ed 51(23):5544–5555.

doi:10.1002/anie.201108363

20. Kwapien K (2011) Active sites for methan activation in MgO and

Li-doped MgO. Doctoral thesis, Humboldt University

21. Kwapien K, Paier J, Sauer J, Geske M, Zavyalova U, Horn R,

Schwach P, Trunschke A, Schlögl R (2014) Sites for methane
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